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Abstract
Content creation allows many online social media users to support
themselves financially through creativity. The “creator economy”
empowers individuals to create content (i.e. lifestyle, fitness, beauty)
about their interests, hobbies and daily life. Social media platforms
in turn moderate content (e.g., banning accounts, flagging and re-
porting videos) to create safer online communities. However, Black
women, femme, and non-binary people content creators have seen
their content disproportionately suppressed, thus limiting their
success on the platform. In this paper, we investigate Black femme
content creators’ (BFCC) theories about how their identities impact
both how they create content and how that content is subsequently
moderated. In our findings, we share the perceptions participants
felt the algorithm constrains Black creators to. We build upon Crit-
ical Technocultural Discourse studies and algorithmic folk theories
attributed to Black women and non-binary content creators to ex-
plore how Black joy can be prioritized online to resist algorithmic
monoliths.

CCS Concepts
• Human-centered computing → Empirical studies in collabo-
rative and social computing; • Social and professional topics →
Race and ethnicity; Gender.
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1 Introduction
Social Media has grown over the past ten years with many people
using it as a place to express their creativity and passions. Specifi-
cally, TikTok became popular in 2019 after the Chinese company,
ByteDance acquired the popular dance company Musical.ly. During
the 2020 pandemic, TikTok grew to become one of the most popular
social media platforms. The platform began to rely on the creator
economy where a content creator is defined as “someone who cre-
ates entertaining or educational material to be expressed through
any medium or channel” [56]. The creator economy was studied by
Paul Saffo. In his work he argued that the economic recession led to
people finding ways to commodify their daily activities [73]. Now,
TikTok and other social media platforms are creating opportunities
for creators through “creator funds” [62]. Creator funds are deter-
mined by the creator’s ability to meet the platform’s requirements
for followers and content views. This enables content creators to
produce videos across a wide range of genres, empowering indi-
viduals to turn their hobbies and passions into sustainable online
careers.

Machine learning recommendation systems shape the trends we
see on social media platforms. [83, 89]. These models are curated
based on metadata gathered from users’ likes, comments and hash-
tags [8, 89]. However, AI fairness research has revealed significant
biases in these systems. [15, 48, 66]. Specifically, marginalized peo-
ple have experienced inequities in the creator economy [41, 42, 50].
These challenges include an increased risk of harassment, aggres-
sive content moderation [39, 60, 79], and unequal pay [17]. These
issues reflect a broader pattern of unequal treatment of marginal-
ized groups by social media platforms.

Algorithmic bias on social media platforms results in unfair and
inaccurate predictions and classifications affecting marginalized
users. This leads to over-moderation, increased online harassment,
and mistreatment of marginalized content creators, who must work
around these challenges to succeed in the creator economy [34].
BIPOC content creators, in particular, have voiced concerns about
their experiences on the TikTok platform [41]. Researchers are

https://orcid.org/0009-0008-2363-3157
https://orcid.org/0009-0009-6738-7370
https://orcid.org/0000-0003-1001-2307
https://orcid.org/0000-0001-7298-7607
https://creativecommons.org/licenses/by-nc-sa/4.0
https://creativecommons.org/licenses/by-nc-sa/4.0
https://creativecommons.org/licenses/by-nc-sa/4.0
https://doi.org/10.1145/3706598.3713842
https://doi.org/10.1145/3706598.3713842


CHI ’25, April 26–May 01, 2025, Yokohama, Japan Gianna Williams, Natalie Chen, Michael Ann DeVito, and Alexandra To

beginning to explore this phenomenon through interview studies
focused on online communities making a living online.

In this study, we explored how Black Women and non-binary
content creators (hereafter referred to as femme1) use TikTok, high-
lighting their experiences with content moderation and investigat-
ing how intersecting identities affected their experiences as content
creators. We conducted a semi-structured interview study with 10
Black femme content creators (BFCCs). We use Black Feminist The-
ory, digital Black feminism, and algorithmic folk theory as lenses to
interpret our participants’ experiences. The results illustrate how
the platform places BFCCs into controlling narratives, as described
by Patricia Hill Collins [43], and how these narratives add to Na-
dia Karizat’s Strainer Algorithmic Folk Theory [47]. We conclude
our analysis with a discussion of how designers and engineers can
center Black joy in social media feeds, rather than restricting narra-
tives to those that fail to fully represent the Black experience. We
explored this through the research questions (RQs) below:
RQ1: How do Black femme content creators perceive their experi-

ences with content moderation on social media platforms?
RQ2: How do Black femme content creators resist content moder-

ation?
RQ3: What folk theories do Black femme content creators have

on TikTok?

2 Related Work
In this section, we provide context for the significance of the content
creator economy, including how creators are impacted by content
moderation. We review prior research on the specific experiences of
Black users on social media and examine how marginalized people
more broadly use folk theories to make sense of their experiences
online.

2.1 Content Creation
In tandemwith the rise of social media, new pathways have emerged
for the creation of video content for monetary gain [87]. In this sec-
tion, we explore the history of content creation and what the creator
economy affords to content creators. Vlogging (video blogging),
fashion, books, gaming and other interests have allowed content
creators to explore their personalities and interests. Content cre-
ation typically falls into two categories: (1) those who pursue it
for full-time financial support and (2) those who use it casually
for their own enjoyment [9]. Both options grant financial compen-
sation, however, those who take content creation seriously often
create schedules to prioritize their content, investing their own time
and money to maintain engagement. During the early 2010s, social
media platforms such as YouTube and Instagram created an expan-
sive market for influencers to advertise products, fashion, and ideas
to adolescent teens [45]. This content tended to be popular with
Gen-Z and millennial viewers. In the early 2010s, YouTube became
a popular platform for content due to its ability to reach a wide
audience across various social media channels and its support for
long-form videos. Crystal Abidin defines influencers as "everyday,
ordinary internet users who accumulate a relatively large following

1We use femme to widely include the diversity of womens’ and other feminine experi-
ences and to avoid an implicit bioessentialism or focus on cisgender heteronormative
experiences. We recognize that this is an imperfect umbrella term. More in recruitment.

on blogs and social media through the textual and visual narration
of their personal lives and lifestyles," and monetizing their activity
through the promotion of commercial brands in their content [1].
Content creators differ from mainstream celebrities, who are estab-
lished in other popular entertainment domains (such as modeling,
music or acting). The term ‘microcelebrity’ indicates the broaden-
ing of content creators’ audiences through social networking sites.
A micro-celebrity is defined as a social media user with a relatively
large following and a niche audience.[58, 59]. Although they may
not have the status of mainstream media celebrities, their fashion,
beauty and lifestyle content on social media serves a similar purpose.
On TikTok, the creator fund is allocated to content creators who
meet the platform’s eligibility criteria, allowing everyday people to
get paid for sharing their daily lives [62] .

While being able to monetize different aspects of one’s life can
be rewarding, many researchers have reported negative effects
associated with being a content creator. The stigma surrounding
influencers often paints content creators as either self-absorbed or
contributing to issues of over-consumption. [84]. Additionally, in-
fluencers are vulnerable to harassment, unfair content moderation,
and doxing. Brooke Duffy explores the psychological impacts that
affect content creators that work within the creator economy [27].
More specifically, the stress and boundary conflicts that are afforded
on social media. She argues that these issues arise when creators try
to differentiate their personal and professional lives online. Duffy
indicates that the demands of increased social media engagement
can lead to significant emotional labor, which in turn contributes to
feelings of exhaustion and burnout among those who contributes
to the creator economy. Researchers have specifically explored how
LGBTQ+ content creator communities have been affected by these
practices. For example, many marginalized content creators feel
that they need to prove that their content is being moderated to
justify their low engagement [23] . In our research, we examine the
experiences of Black femme content creators to shed light on the
growing issue of unfair content moderationwhile exploring their
unique experiences as content creators. In addition, we explore
TikTok through Black online communities to better understand the
inequities affecting content creation in marginalized communities.

2.2 Black Experiences on Social Media
There exists a substantial body of digital humanities literature in-
vestigating the experiences of Black online communities on social
media. Here we review Black experiences in online spaces as well
as briefly introduce Black Feminist Theory and Digital Black Femi-
nism as key frameworks for interpreting these experiences.To start,
many digital humanities and race scholars have argued that race
and ethnicity are inextricable from the "culture” of the Internet. For
example, André Brock’s work utilizes Critical Technocultural Dis-
course Analysis (CTDA) to explore the relationships of Black users
on Black Twitter [11]. In his work he argues that Black Twitter is a
collective of Black users who come together in discourse bounded
by shared cultural experiences. Brock and Sarah Florini explain that
Black Twitter’s "live tweeting” works as storytelling [11, 32] where
hashtags like #ThanksgivingforBlackFamilies and #BlackBoyJoy
create a digital common space of shared stories that are archival
[13] due to the finiteness of the internet. This emergence of Black
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technoculture relates to the Black Feminist tradition of storytelling
and signifying [43] through preservation. Black online communi-
ties have always played a significant role in digital humanities and
the culture and even preservation of the internet.

Online spaces also give way to new negotiations of Black identity
- both providing space for identity formation as well as presenting
new challenges in racial bias and oppression. For example, Maryann
Erigha and Ashley Crooks-Allen researched Black girls’ use of on-
line platforms to engage with identity formation, empowerment,
and community through three digital campaigns : Black Girls Rock
!, Well-Read Black Girl, and SayHerName [29]. In these campaigns,
they see how online spaces enable Black girls to create care net-
works, assert their voices, and challenge dominant narratives [43]
of race, gender, and media representation.

However, at the same time, the racial oppression of our offline
world is often remade and reppetuated through digital systems [67].
In the most extreme yet often still "everyday” cases, Black online
communities face persistent problems including racist harassment,
infiltration of Black spaces, theft of Black cultural production, the
digital commodification of Blackness, and excessive forms of con-
tent moderation. For example, the online recommendation systems
that proliferate social media reinforce racialized biases against Black
users [38]. Camille Harris et al. used Twitter datasets for African
American English (AAE) dialect and hate speech classifiers to inves-
tigate the fine-grained relationship between the specific language
of AAE, such as word choice and grammatical features, and hate
speech predictions. Harris’ work pushes for more inclusive training
data to reduce biases in automated content moderation tools, which
disproportionately affect Black social media users [40]. Similarly,
Mutale Nkonde argues that racial bias is embedded in facial recogni-
tion technologies, impacting Black communities. She explores how
these systems are deployed in heavily surveilled urban areas such as
Brooklyn, disproportionatelymisidentifying Black people due to the
surveillance technologies’ reliance on biased datasets. Nkonde goes
on to argue that this exacerbates racial profiling, over-policing in
Black neighborhoods and wrongful arrests [65]. Allison Koenecke’s
et al. studied how racial disparities in mainstream and broadly used
automated speech recognition technologies have significant per-
formance gaps particularly for AAE speakers [54]. Along with this,
Tyler Musgrave’s et al. demonstrates that online harassment and
unwarranted behavior toward Black users led to distrust in social
media platforms, resulting in negative relationships with self and
others [64]. Gabriela Richard and Kishonna Gray explore how video
games repurpose the social structures of race and gender, thus per-
petuating exclusionary practices, particularly toward marginalized
groups [72]. Hibby Thach et al. explores the often unseen processes
of content moderation on Reddit with where moderation practices
are disproportionately experienced by marginalized communities
[79] . We seek to add to this extensive scholarship by exploring
Black femme content creators’ experiences with content modera-
tion on TikTok and the perceptions TikTok imposes on them.

We primarily utilize Black Feminist Theory (BFT) [18, 21, 43]
and digital Black feminism [76] to position our work and under-
stand its context. BFT engages the complexity of identity as well
as incorporates and understanding of systems of power and path-
ways for resistance that are common threads throughout the above

reviewed Black experiences online. Specifically, we endorse and uti-
lize tenets of BFT such as community building, resisting controlling
narratives, and centering Black women’s experiences [43] as well
as complex and intersectional understandings of identity (i.e., how
race, sexuality and class oppression are intersected for specifically
marginalized peoples identities [18, 21] ) - where our focus partic-
ularly attends to race and gender. More specifically, Patricia Hill
Collins’ four domains of the matrix of domination illustrate how
oppression operates through interconnected systems: structural do-
mains, which organize and institutionalize oppression; disciplinary
domains, which administer and enforce it; hegemonic domains,
which sustain it through cultural and media narratives; and in-
terpersonal domains, which manifest in individual experiences.
Together, these domains reinforce the systemic marginalization of
oppressed groups [43].

Catherine Knight Steele argues that the digital intersects within
Black feminist tradition and practice through digital Black feminism
[76]. Digital Black feminism prioritizes Black women’s experiences,
voices, and perspectives in digital spaces. It seeks to address and
amplify the erasure and marginalization they often face in online
discourse (e.g., by recognition of trendsetting by Black creators on
the internet [76]). Digital Black feminism seeks to confront and chal-
lenge online spaces where misogynoir (i.e., the confluence of racism
and sexism specifically targeting Black women [3]) is perpetuated,
advocating for platforms to address harassment, discrimination, and
hate speech targeting Black women [76]. Digital Black feminism
promotes the creation of supportive online communities where
Black women can connect, share experiences, and build solidarity.
These spaces are essential for fostering empowerment and mutual
support [76]. Encouraging and promoting the creation of diverse
and accurate representations of Black women in digital content is
crucial. This involves challenging stereotypes, showcasing a variety
of experiences, and fostering positive narratives that disrupt the
idea that Blackness is monolithic [76]. Digital Black feminism uti-
lizes online platforms for activism and advocacy, leveraging social
media and digital tools to raise awareness about issues impacting
Black women and to mobilize for social change [76] .

There remains a lack of exploration into the experiences of
Black femme content creators specifically on Tiktok, despite Black
Women content creators driving many of the trends on TikTok
[7, 37]. We see our work as a contribution toward challenging the
online perceptions that affect Black femmes on social media, while
also addressing the need for diverse representation of Black women
online. Next, we investigate the relationship between critical algo-
rithmic studies and marginalized communities.

2.3 Folk Theories and Marginalized
Communities

Many scholars in critical algorithmic studies have introduced folk
theorization as a way of understanding everyday users’ expecta-
tions and mental models of how digital platforms work [25, 30, 47,
60, 88]. More specifically, algorithmic folk theories help us interpret
how users navigate and document perceived algorithmic unfairness
and bias [88]. Brita Ytre-Arne and Hallvard Moe describe five main
folk theories the average user believes about algorithms [88]:
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• Algorithms are confining - This belief holds that algorithms
narrow the user’s worldview by feeding themmore andmore
of what the user is interested in [88].

• Algorithms are practical - This belief puts algorithms in a
positive light where user’s rely on them to make technology
more efficient and productive. [88].

• Algorithms are reductive - This belief holds that algorithms
optimize towards stereotypes and make mistakes based on
their lack of human experience and identity [88].

• Algorithms are intangible - This belief is based on the notion
that algorithms’ power is opaque and difficult to understand
[88].

• Algorithms are exploitative - This belief holds that algo-
rithms use personal data that enables companies to sell users
more products [88].

In the context of social media, algorithmic folk theories are used
and created both by general users and content creators. TikTok, for
example, uses recommender systems such as content-based filtering
to generate their For You Page [8]. Investigations into the algorithm
show that TikTok uses users’ metadata such as likes, comments,
followers, and following counts to curate a user’s For You Page [8].
Moreover, content creators are aware of this metadata collection
and use and have strong folk theories or "assumptions” about how
posting time, hashtags, comments, likes, and shares impact the
likelihood their videos will be "pushed” to other users’ For You
Page [53].

Folk theories are especially critical for marginalized users. We
know that our offline world’s systemic oppression is very often
reproduced and remade through digital systems [67, 75]. For ex-
ample, Michael Ann DeVito explains in her work that the unfair
treatment of transfeminine hypervisibility online leads to adverse
reactions on the TikTok platform, such as hate speech, harassment,
and aggressive content moderation [24]. Motahhare Eslami’s et al.
"eye of providence" theory argues that social media platforms, such
as Facebook, act like panopticons2 that determine what content
users see in their feeds [30]. Users believe that the platform watches
everything, controls what is shown, and filters out or highlights
content based on its own criteria. Essentially, people see the plat-
form as having total control over what appears in their social feeds.
Nadia Karizat and colleagues developed "identity strainer theory,"
which argues that algorithms suppress certain identitieswhile priv-
ileging others, allowing some identities to become prioritized [47].
Using this folk theory, Karizat et al. explores how social identities
are suppressed.

2.4 Content Moderation
Throughout the growth of the internet, many instances of physical,
emotional, and mental abuse have been perpetuated on social media
[51, 61]. As a result, social media platforms have implemented
content moderation to mitigate harm by removing content that is
considered inappropriate [35]. Traditionally, companies have used
human decision-making for content moderation, but this exposes
moderators to excessive amounts of harmful content[55]. To reduce

2A theory developed by Jeremy Bentham, further studied by Michel Foucault explores
how individuals can be controlled by creating the perception that they are being
watched by an unseen authority [5, 33]

human contact with this content, social media platforms utilize
machine learning models to classify harm [2] . However, in our
research we see that HCI researchers have noticed marginalized
content creators reporting these ML models moderate their content
unfairly [35, 40].

Samuel Mayworm et al. work found that LGBTQIA users are
regularly abused online, leading to negative perceptions of and lack
of trust in the social media platforms they use[60]. Many content
removals directly contradicted the platforms’ stated goals of inclu-
sion, safety, and freedom of self-expression [22]. Adding to this,
Reina Gossett, Eric Stanley, and Johanna Burton delve into this
issue in their book Trap Door, by examining the visibility politics
surrounding the transgender community [36]. The "Trap of the
Visible" in transgender representation influences various aspects of
transgender lives when such representation deviates from societal
gender norms. Consequently, the representation of marginalized
communities is often weaponized or their identities reduced to
simplistic narratives. This has prompted discussions around the
use of algorithmic folk theorization as a framework for evaluat-
ing the design of these platforms, as research shows that many
marginalized communities do not trust social media platforms to
treat them equitably, keep them safe from abuse, or fairly enforce
content moderation policies.

Shadowbanning is another form of content moderation under
scrutiny. Researchers in critical algorithmic studies have been work-
ing to better define shadowbanning. Content creators have defined
it as a decrease in engagement on their profiles or the exclusion of
their content from the recommendation algorithm, with the plat-
form often using community guidelines as a justification for the
suppression of content [20]. Throughout critical algorithmic re-
search, content creators and everyday users have created theories
that justify that definition. Our research contributes to the conver-
sation of shadowbanning by exploring how content moderation
affects Black femme content creators relationship with social media.

3 Methods
Our research investigates Black femme content creators on Tik-

Tok to understand their perception of the algorithm and their experi-
ences with content moderation and shadowbanning. We conducted
a semi-structured interview with n=10 of these content creators.
3.1 Recruitment
This project was approved by the authors’ Institutional Review
Board. Once approved, we began recruiting participants fromMarch
2024 to July 2024. We created a recruitment screening survey to
better filter the study criteria. We prioritized Black non-binary
people and Black women who reported content moderation issues
or potential shadowbanning.We used the term ‘femme’ to represent
gender identities that include queer femininity, [57] rather than
adopting a cis-normative perspective.

We promoted the study by sending the survey to content creators
from the authors’ personal TikTok following and using the TikTok
API to filter through #BlackWomenTikTok and #BlackTikTok. We
also promoted the study by searching Black content creators in the
authors’ city using the TikTok search bar. Our last form of promo-
tion was through social media platforms such as Instagram and
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TikTok. The majority of our success came from emailing content
creators who listed their emails in their bios and incorporating
snowball sampling techniques by asking participants to send our
survey to others who would be interested in the study.

After participants filled out our recruitment survey, we adhered
to our study criteria for selection. Out of the 30 applicants, 10 were
selected for interviews. The remaining 20 creators were not selected
because they either had not experienced shadowbanning or had
only started creating content within the last six months of the study.
We wanted participants with more than six months of experience
and a considerable following. We divided participants into two
groups: those with 5k to 10k followers and those with more than
10k followers. We did this to ensure an even distribution of newer
content creators who started within the past year and those with
more established content creation history.

After completing the survey screening, participants scheduled
a one-hour interview. Upon completion, they received a $20 gift
card.

3.2 Demographics
We conducted semi-structured interviews with 10 participants from
various locations across the United States. On the next page we
have Table 1 to represent the demographics of our participants.

3.3 Interview Procedure
All interviews were conducted via Zoom video conferencing with
only audio recordings retained. All recordings were stored in a
password-protected folder and only accessible to the research team.
Once interviewees consented to participate in the study, they were
asked questions in five high-level categories: Content creator’s
account and audience dynamics, growth and performance, con-
tent moderation, identity and TikTok content, and future on the
platform. Below, we define these five categories in more detail.

3.3.1 Content Creator Account and Audience Dynamics . This sec-
tion focused on understanding the participant’s TikTok account.
Questions addressed who their target audiences were on TikTok.
For example:

• How would you describe the content you make online and
the audiences you tend to stray away from when creating
content?

3.3.2 Growth and Performance . This section focused on the strate-
gies the content creator used to engage with their audience and
grow a following. These questions were asked to address our inter-
est in the folk theories used by these Black femme content creators.
For example:

• In what ways do you try to get users to your account?
• What kind of content do you enjoy making the most?

3.3.3 Content Moderation . Content moderation was a central fo-
cus of our study on Black women and non-binary content creators.
To address this, we asked participants about their experiences with
content moderation. These questions helped us understand how
content creators mitigate and resist content moderation. For exam-
ple:

• In your experience, do you believe content moderation sys-
tems have treated you fairly, or unfairly?

• Are you familiar with shadowbanning? Could you give me
your definition of it ?

3.3.4 Identity and TikTok Content . This vital section deepens our
understanding of Black femmes on TikTok and contributes to re-
search in digital Black studies. For example:

• How does your personal identity shape your experience as
a creator on TikTok compared to others in your genre?

• Do you find yourself expressing certain aspects of your iden-
tity more prominently than others?

3.3.5 Future on the platform. Our final section was for studying
participants’ future content creation strategies. Given the potential
for TikTok to be banned in the United States in 2024, we explored
how content creators were mitigating the risk of losing their con-
tent.

3.4 Data Analysis
We used reflexive thematic analysis to analyze our interview data
[10, 14] with a mixed inductive and deductive coding approach.
Our deductive analysis focused on content moderation experiences,
resistance, and folk theories among Black femme content creators
on TikTok, while inductive coding revealed broader experiences.

During the interview stage of the study, the first author shared
summaries at weekly meetings for the team to review data, refine
the approach, and discuss relevant themes. Once data collection
was complete, we used Otter.ai to transcribe, copyedit, and clean
our interviews. To address the potential biases of transcription
AI services [69], the first author carefully reviewed the transcrip-
tions generated against the original recordings. This additional step
allowed us to identify and correct any misrepresented words or
phrases, ensuring accuracy for our findings. Then the first author
used the Atlas.ti software to manually open code all of the inter-
views. Next, the second author was invited in to further open code
three of the interviews to lend a new perspective on the data and
further develop themes. The last two authors reviewed some data
informally to provide additional perspectives, especially where they
had particular topic expertise or experience related to the creators’
content. Throughout the process, we discussed codes and themes
in weekly research meetings. We iteratively developed the themes
alongside data extracts until our findings were coherent, consistent,
and distinctive.

4 Findings
Here we showcase the results of our study. We first showcase how
social feeds perceive Black femme content creators.We then present
the folk theories held by BFCCs regarding the TikTok platform.
Next, we explain how content moderation was presented for these
content creators and conclude by highlighting the importance of
community as a common need for Black femme content creators
on the platform.
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Participant TikTok Genre Follower Count Gender
1 Grad School TikTok 16.5K Female
2 Lifestyle TikTok 541 Cis-Female
3 Grad School TikTok 20.1K Woman
4 Fitness TikTok 22.4K Female
5 Sports/Lifestyle TikTok 19.6K Female
6 Current Events TikTok 94.6K Female
7 Beauty, Fashion and Hair TikTok 41.1K Female
8 Fashion TikTok 11.6K Non-Binary
9 Cosplay TikTok 35.8K Female
10 Music TikTok 8.2K Female

Table 1: Participant demographics and information including the TikTok genre the participants felt best represented their
content and their follower count as of July 2024.

4.1 Folk Theories for Black femme content
creators

This section addresses the theories Black femme content creators
had while on TikTok. We present how participants perceived them-
selves online as well as how they felt algorithms perceived them
online. We then present the emotional and invisible labor that par-
ticipants felt was associated with being a Black femme Content
Creator.

4.1.1 Sexuality Online . Participants alluded to their bodies being
hypersexualized on TikTok. For example, a beauty content creator
in our study commented that her dancing videos were flagged as
‘inappropriate’ by TikTok. She went on to say “I’m Caribbean, in
our culture, this is how we dance. But I also wasn’t doing anything
inappropriate. I was fully dressed and covered” (P07). This partici-
pant is confused as to why the algorithm flagged this content as
inappropriate when it was so familiar to her. Other participants
described being hyperaware of what they wear and how they look.
One of the youngest participants said “ I’m not trying to attract, like,
the weird guys . . . I kind of hate that side of TikTok when I see those
comments” (P05). The comments in question mostly concerned her
body and not the content she was promoting of her being a student
athlete. From this we observed that participants think critically be-
fore they post due concerns about how the audience might perceive
their bodies, whether the attention is warranted or unwarranted.
P05 continued to make content on her life as a student athlete,
but she noticed much of her content being fed to the “male gaze”
unintentionally.

Another participant had two accounts, a family-friendly cosplay
account and an adult only cosplay account. She spoke about her
sexuality being misrepresented by the algorithm, explaining that
on her family-friendly account, her audience is primarily white
womenwho tend to flag her content as inappropriate. “White women
will just tag your content as dangerous on a whim” she says (P09).
She goes on to say that white women specifically label her family
friendly content as inappropriate due to "nudity" however, all of
her content is family-friendly. She says “it’s disheartening that when
you try to be family-friendly, and people see your mere existence as a
problem” (P09). This was interesting due to her adult content being
more sexual. She explains that on her 18+ account, her audience
is primarily male and less inclined to moderate her content. She

then goes on to express her frustration at being a Black content
creator and wanting to embrace her sexuality with her 18+ content:
“As a Black person, how hard it [expressing your sexuality] can be,
when, you know, the Jezebel trope tends to pop up . . . I don’t want
people’s husbands. I don’t care. I just want the right to be a sexual
person. A sexual adult” (P09). This contrasts with P05’s frustration
about not wanting to look too sexual “I don’t want to thirst traps. But
it’s also hard because you can’t control , how people perceive things”
(P05). These findings highlight the complicated tension between
avoiding negative perceptions on social media and the difficulty of
maintaining full agency over your perception online.

4.1.2 Diversify Representation of Blackness Online. In our study we
observed a concurrent theme of participants being frustrated by the
representation of Blackness on TikTok. A participant who defined
herself as a “binge TikToker” (P03) says “ I think I’m constantly in
stages of rebranding myself . . . I’ll binge on TikTok for a month and
then not be on it at all. And I think it’s because I kind of changed so
much that , I don’t like the fact that there’s a reminder , of who I was
a month ago” (P03). The feeling of being confined to an aesthetic or
niche within the algorithm was a common frustration among our
participants. P02 theorized that for Black women to become popular
on TikTok, they must come from some sort of controversy or drama.
She goes on to say that this is what social media for Black women is
built on. She describes her point through what she see’s on beauty
TikTok where somebody is "making fun of a Black girl" (P02) either
through criticizing her makeup or life choices. She goes on to say
that social media “likes to put us all in one box of a type of Black
women” (P02) and that she is happy that there has been a rise in
more diverse representations of Black women online. The nicheness
of content creators’ content is what many participants said brought
joy to their work. A graduate school content creator explores this
further by saying that doing "day in the life" content as a Black
graduate student is easier content to film, due to much of graduate
school content being affiliated with “Black excellence TikTok" (P03).
However, she notes that the idea of Black excellence being pushed
by the algorithm can be harmful because it can “isolate Black people
or people of color who just want to be a person” (P03). This highlights
the nuanced tension between celebrating Black excellence and the
potential harm of reducing diverse identities to a single narrative,
ultimately limiting authentic expressions of Blackness on platforms
like TikTok.
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Appearance also plays a role in this conversation, as partici-
pants expressed a desire not to be restricted to the one-size-fits-all
portrayal of Black content creators. One participant explained the
beauty standards associated with Black women on TikTok, defining
“TikTok Pretty” (P05) as someone with clear skin, a tight bun, and
a “clean girl” aesthetic. However, she observed that some of the
aesthetics afforded to the “clean girl” aesthetic are very much con-
nected to white women “because when you’re Black, and you have
braids in your head, it’s not like a slicked back bun clean girl look.”
(P05). She makes the observation that the clean girl aesthetic for
white women is the "Black Barbie aesthetic" (P05) for Black women,
providing an example: “I notice like when I have lashes, like I used to
wear lashes a lot, I would get more engagement, I would get more fol-
lowers, I would get more likes, just because I was adhering to like that
beauty standard. Black Barbie Girl beauty standards like lashes, hair
done, nails done, like everything done, basically. You know?” (P05).
Another participant also notes this, saying “I notice it [content] does
better depending on, like, how I looked in the video. So like, if it’s like
I’m in a different background, or like my hair is especially done, like
my lashes are freshly done, those videos tend to do better than when
everything is not fully done” (P06). It’s important to note that neither
of these participants made beauty content on their accounts, but
still needed to adhere to specific beauty standards to stay relevant
online.

When asking participants what their content would look like if
they didn’t feel the pressure of the algorithm, many said that they
would just want to talk freely or post “weirder things” (P08). One
participant answered this question by saying that she is hesitant to
showcase some of her hobbies because she knows that her inter-
ests—coffee and yoga—are widely “dominated by like, white boys in
Brooklyn . . . and that yoga content has to like look a very specific way.
And I’m kind of intimidated by that” (P03). In summary, although
our study included a diverse pool of content creators, many felt
that the ways they are perceived by the algorithm are very much
the same.

4.1.3 The importance of Metadata and Consistency . Participants
were very passionate about how to reach higher engagement. Through-
out our interviews we observed a trend among Black femme content
creators: they used common folk theories about hashtags, captions
and trending sounds to stay relevant on TikTok. For example, one
participant said “Yes, hashtags, but also , when you caption the video.
There’s a kind of a lot of things. I think about you wanting to im-
mediately grab people’s attention so you can’t say too much” (P05).
Some participants tended to use Black hashtags such as #Black-
GirlTikTok, #BlackTikTok, to reach a Black audience. We noticed
a split within our participants in using this strategy to gain more
engagement. Some chose not to use Black hashtags in order to
avoid being restricted on the platform and to reach a broader audi-
ence. For example, one participant expressed this point by saying
“I don’t typically use, like, Black hashtags, because I want my content
to be served to everybody and them seeing me as Black doing it [her
content] more as normality than an out the box thing” (P06).

Another trend emphasized by our participants for staying rele-
vant was the need for consistency. When asked in what ways they
try to attract people to their profile, one participant said “So the first
thing that you have to do is be consistent, which I haven’t been great

with. But yeah, you have to post regularly, at least once a day, maybe
twice a day, if you’re really churning out videos” (P05). This trend
of posting regularly and creating a schedule was common among
participants. A fitness content creator added to this theory by high-
lighting the importance of “ just posting consistently, and always
replying to comments, and being really engaged with my followers,
because I like to consider the people that follow me as my friends
because we kind of live a similar lifestyle” (P04). These responses
suggest that content creators tend to rely on posting continually to
be prioritized by the algorithm. Many agreed that, although consis-
tency is important, it can become tiring and overwhelming when
combined with their other demanding responsibilities outside of
content creation. For example, when asked what video she would
make if she could make any video without thinking about the algo-
rithm or her audience, a content creator who dedicates her content
to Black healing said the following: “Yeah, I would still post about
the same thing. But I think I would just not be as stressed about the
algorithm and timing. And what caption to post" (P07). She goes on
to explain the questions she asks herself before posting: "Should I
wait to post it at this time? Is the morning better?... I feel all of that
creates this anxiety around posting” (P07). Here we see the negative
affects that the need for consistency has on content creators. There
are many factors involved in creating content beyond just posting
a video.

4.1.4 Authenticity. The need to be authentic online was another
common trend our participants reported when discussing how to
improve engagement. Our participants came from a wide range of
genres, but many believed their authenticity on the platform led
to their success. One participant said “I’m the same person online
than as I am in real life. And I don’t plan on ever trying to shift my
personality or who I am just formore engagement . . . I feel like building
your platform up slowly is better than quick followers . . . I feel like a
lot of people like me just because I’m myself. So I don’t want to change
that. Because at the end of the day, once my content does get pushed to
more people, I know that more people follow me because they like how
genuine I am” (P04). In this interview , the participant expressed that
because she did not change her personality for views, more people
felt that her content was genuine. Another participant expressed a
similar view, saying “I feel that the message that I show every time I
post I’m fully myself in every room and I think when people see me
it’s the same thing” (P07). Throughout the interviews, we observed
that many participants who felt this way also felt more joyful
about the platform. This is because they gain followers by being
authentic, rather than putting on a personality that would appeal to
the algorithm. During a conversation about the different platforms
content creators have at their disposal, a participant expressed how
the nature of TikTok can make it harder to be authentic. However,
she says that on YouTube, "you see the most authentic version of me
because it’s just not cut down as much as it is on TikTok or Instagram”
(P04). This sentiment emerged often when participants were asked
what they would post if they didn’t have to prioritize the algorithm.
The common response was that they would speak freely or simply
talk without needing to conform to a certain niche. "I would love
to make more content where I’m just talking about what’s going on
today, my random thoughts, my weird kind of skits and things"says
one participant (P10). She adds that she doesn’t participate in that
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kind of content because the platform will "niche you really fast"
(P10).

4.1.5 Appearance. Another common theme was the importance of
beauty standards to increase engagement on the platform. Partici-
pants noted that certain looks and aesthetics afforded them higher
views. A participant whose main form of content was showcasing
her life in grad school said “I was convinced that some of my videos
were doing better when I had , straight hair or I had wigs on versus ,
when I had braids, or I had my hair in, more coily styles. And I think
that that’s something that’s just , under the hood . . . Because, you
know, I don’t always wear makeup . . . until I put makeup on or make
sure my hair looks good before I get on the camera” (P01). This quote
highlights the frustration of needing to think about appearances
before even getting in front of the camera, as well as the common
theme of how one’s appearance affects engagement. This was also
evident when a participant shared her experience of disliking a
certain look on herself but noticing that her followers loved it: “And
, I used to only get blonde braids, I’ve kind of , just let myself explore
a different kind of look. I also notice, my followers just love that look.
They just love the blonde hair and the lashes look, like they just love
it” (P05). She goes on to say that the "lashes look" aligns with the
Black Beauty Barbie aesthetic mentioned earlier in our findings,
however, the aesthetics that were seen as desirable for her followers
are not the common natural aesthetics for Black women (i.e blonde
hair and long lashes) .

4.2 Content Moderation
Overmoderation of participants’ content was observed consistently
throughout our study. In this section, we report how participants
felt about their content being moderated. We split this section into
2 parts: ambiguity surrounding why their content was moderated,
and the idea that their looks and ideas affect the heightened mod-
eration they experience compared to non-Black femme content
creators.

4.2.1 Looks and Ideas . Participants’ appearances have come up
often within the context of how they feel perceived by the platform.
We also observed this theme when asking participants about their
experiences with content moderation. Before asking participants
about their own experiences with being moderated by the platform,
we asked them to define shadowbanning. From the participants
we interviewed, many believed that shadowbanning was either
a suppression of resources based on not abiding to community
guidelines or an underhanded way of trying to get someone off
the platform. "I guess shadowbanning, to me, is the way social media
companies will kind of passive aggressively ban content for creators
without necessarily kicking them off of the platform" (P03). As this
conversation progressed, BFCCs expressed that the guidelines they
believed led to their over-moderation or shadowbanning were hard
to define due to the lack of transparency in accessing the com-
munity guidelines. Participants speculated that their content was
overmoderated or shadowbanned because of their appearance. One
participant even imagined what her profile would be like if she
didn’t reveal her Blackness, referencing another creator who only
shows their hands covered in gloves (P10).

Participants in our study stated that the platform seemed to favor
a certain look or prioritize "TikTok Pretty," for Black femmes which
they defined as having their hair freshly styled in box braids, silk
press3, or extensions, and wearing makeup. Although this "Black
Barbie" aesthetic worked for some BFCCs , participants noticed
that engaging with this aesthetic didn’t circumvent the effects of
overmoderation and shadowbanning. A beauty content creator who
made content to uplift Black women’s natural features noticed that
content that involved her dancing was more closely scrutinized
by the platform than her other content: "Once in a while, I’ll post
videos of me dancing when I’m in the mood, and they flagged it as
inappropriate. And I’m like, people are d*mn near twerking on TikTok
and they’re not flagged. They’re going viral" (P07). Here, we see
how this content creator is frustrated by the over-moderation of
her content as compared to others. Another participant said they
stopped going live on her account to reduce the over-moderating
and false reporting of her content: "I don’t go live anymore. Because
every time I go live when I’m working or something, there will be
people who come in, and they will ban my live. Saying I am nude,
or I’m doing something inappropriate, you know? And it’s mainly
white women, because my family friendly account is like 75% white
women" (P09). This highlights how content moderation is shaped
not only by algorithms but also by platform users, contributing to
the broader conversation about what it means to be a Black femme
content creator whose Blackness is hypervisible.

4.2.2 Ambiguity. When asked questions about their experiences
with content moderation, participants highlighted a common theme
of overmoderation of their content. The participants experienced
unfair treatment from the platform’s community guideline pro-
cedures. Throughout the interviews, participants expressed frus-
tration and confusion as to why their content was moderated. A
participant noted “Literally, one of my videos just gets taken down.
And I’m just like, I literally, did nothing... There’s actually no reason
for you to be like, this violated community guidelines or whatever. It
just doesn’t make sense, which is why I have tried to be more careful”
(P05). This participant attempted to find out why her content was
taken down, but she could not find a reason. This is important,
as TikTok doesn’t provide reasons for moderating content, which
could greatly help users prevent their accounts being taken down.
Another participant expressed the hurt she feels at not knowing
why her content isn’t being pushed or is being moderated on the
platform:“Sometimes you kind of get impostor syndrome, because
sometimes you think , I feel like this video was good ... why didn’t it
get pushed more? So that’s when I’m like , there’s something wrong
with the algorithm, because there’s so much engagement” (P04). These
findings allow for a conversation about the effect that the lack of
transparency in content moderation has on Black femme content
creators.

4.3 Community
The importance of making a collaborative community online was
frequently mentioned by Black femme content creators as a driving
force for creating content. This theme emerged in response to
questions about why these creators stayed on the platform andwhat

3An elevated blowdry that encompassed several passes of the hair with a flat iron
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brings them joy as creators. When asked how she measures success
on the platform, one participant said “I would say that kind of how I
measure my success is through like the interpersonal relationships that
I’m able to cultivate” (P05). She went on to explain that much of her
success in growing a community online came from her followers
personally reaching out to her for advice on applying for graduate
school applications. This relationship between the content creator
and her followers was interesting because it extended beyond online
interaction into real life. Another participant noted that she never
really thought about leaving TikTok, going on to say “even if I take
a break. I always go back just because , I kind of feel like it’s my
little family. You know? I actually care for my followers” (P05). This
participant, like many others, also noted that she tended to use the
comment section to keep track of her online community.

Participants that had been on the platform for over 2 years ex-
pressed how hard it is to build community online.One said that
“The hardest part when you start is building a community. First of
all is figuring out exactly like what they want to see from you” (P05).
Here, we see how the content creator’s understanding of her fol-
lowers helped form a strong community. This was common for
many of the content creators due to their under-representation in
the content they create. A fitness content creator that had been
making content since 2019 said “I really believe in the building the
community part, that’s so important to me, because at the end of the
day, maybe my content will switch up in a few years, and I want
to explore something else, you know, but if I have people that follow
me, because they just like who I am as a person, they’ll ride with me
for anything, you know, instead of , somebody that just followed me
because they saw my posts on my 10 pound weight loss” (P04). The
theme of authenticity and community building is apparent in this
content creator’s observation that in her time building a following
i.e. her followers’ tendency to see who she was as a person beyond
her fitness content correlated with a community that appreciated
her as her.

We also see aspects of community in the ways participants nav-
igated shadowbanning or overmoderation. When defining shad-
owbanning participants believed that shadowbanning was a pas-
sive aggressive way of suppressing ones content. To counteract
thistactic, BFCCs relied on their followers and friends in real life to
check if their content was being banned. One participant describes
this strategy: "So I’ve asked my friends, like my other content creator
friends to go on my page, and they don’t see it [my content]. So that, to
me, is shadowbanning, like some of my, users can see it, some people
can’t, even if they look me up" (P10). In this example, the content
creator uses her network of other content creators to determine
whether her content had been moderated or shadowbanned. P10
also noted that TikTok designed a campaign to give Black content
creators a platform to report instances of overmoderation; however,
the campaign’s effectiveness was limitedbecause it primarily ben-
efited creators with larger followings, leaving those with smaller
audiences with less influence and visibility.

5 Discussion
5.1 Algorithmic Confinement in Black femme

Content Creators
“Everyone coming of age in the digital era has practiced this online
performance of self. But Black women considered deviant and “other”
in American society had extra practice in navigating their sense of
self in stark contrast to societal expectations.” [76]

Our participants want freedom from the constraints imposed by
the algorithm. They describe TikTok as a result of our larger soci-
etal inability to view Blackness as complex and diverse, preferring
instead to hold onto stereotypes of race, gender, and class and view-
ing anyone outside of those stereotypes as anomalous. We connect
these sentiments to Andre Brock’s work in Critical Technoculture
discourse analysis (CTDA) [12, 13] and more specifically the notion
of the “libidinal economy” [12, 13, 63, 86]. CTDA investigates the in-
ternet and online behaviors with a critical perceptive on culture and
has been increasingly used in HCI research (e.g., [16, 70, 81]). This
framework draws focus away from the Western deficit perspective
on minority technology use but instead emphasizing the knowledge
and experiences of underrepresented groups of technology users. In
reference to Brock, a libidinal economy emphasizes “the role of
emotional and psychological intensities in driving anti-Blackness,
rather than the more rationalist models of human behavior derived
from political-economic approaches” [78]. Brock argues that the
constant portrayal of Black suffering that is pervasive on the in-
ternet and in other forms of media reinforces the anti-Blackness
we see today. Social media algorithms amplify images of Black suf-
fering, thus perpetuating a narrow, one-dimensional, monolithic
view of Blackness. Our participants clearly echo this sentiment,
as they face challenges due to some of their content not fulfilling
monolithic representations. The datafication of injustices described
by Ruha Benjamin makes the negative viewing of Blackness a nor-
mality on the internet[4]. In this way, it is not just the users, but
the algorithm on TikTok optimizing Black femme content creators
towards these confining margins. The TikTok algorithm prioritizes
digital narratives [76] of harmful stereotypes of Blackness rather
than optimizing towards joy and participants’ own nicheness.

Monolithic views of Blackness are prevalent on TikTok and most
social media platforms [31]. Those with more algorithmic privilege
[47] can be multidimensional on the internet. For example, Tik-
Tok facilitates microtrends [6] (e.g., Fleabag Aesthetic, Clean Girl,
Aesthetic, BarbieCore, and Coquette). Formal content creators and
general users can display different sides of their personality by
engaging with micro trends through different posts, including dif-
ferent outfits, styles, sounds, and other creative choices. However,
these micro-trends, at best, only materially benefit cis white women
and, at worst, explicitly exclude Black femmes. While on the sur-
face, microtrends are just a new form of social engagement online,
trends such as these have always seriously impacted the public’s
identity exploration, formation, and feelings of representation and
belonging [6, 26].

Reina Gossett, Eric Stanley, and Johanna Burton explore identity
formation in their book Trap Door, where they discuss visibility
politics for the transgender community [36]. The ’Trap of the Visi-
ble’ for transgender representation affects aspects of transgender
lives when the representation does not fit into societal norms of
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gender. As a result of not fitting into these norms, marginalized
communities’ representation is weaponized and/or identity flat-
tened. Identity flattening, coined by DeVito, is the minimizing of
someone’s identity, not allowing them to be multifaceted [24]. In
the context of social media, the identity of Black femme content
creators is confined to monoliths, not allowing their content to
be represented in other micro-trends afforded to those more algo-
rithmically privileged. Black femme content creators’ visibility is
scrutinized if they do not fall into the monoliths the algorithms
designed for them. Our participants’ "trendy" content was actively
suppressed, and when it was not, they faced repeated rebuffs (e.g.,
surprise at Black femmes’ interest in the trend, feedback that they
don’t actually fit the trend, etc.). For social media algorithms to
advertise the freedom to be oneself but quietly select a few to pro-
mote speaks to Ruha Benjamin’s argument that the datafication of
Black pain shapes how Blackness is seen through the internet [4].
This cycle can become dangerous due to social media’s influence
on identity formation, which affects Black online communities’
perception of self and can affect young Black users who are highly
influenced by the internet.

In addition to CTDA, we observed participants’ experiences
through their resistance to monoliths. Black feminist scholars have
discussed the importance of pluralism when explaining Black peo-
ple’s experiences within the everyday world. In our study, partici-
pants expressed their intersectional identities through the nicheness
of their content. They described leaning into their unique interests
and experiences through their content and audience curation. They
embody Patricia Hill Collins’s emphasis on the multiplicity of Black
women’s experiences [43]. Collins argues against the notion of a
single, universal experience of Black women, instead advocating
for the recognition of the diverse ways in which Black women live
and resist oppression.

bell hooks describes self-actualization as “aware[ness] of oneself
and the influence one has in the transformation of the lives of others
through the construction and dissemination of knowledge” [44].
We observe Black femme content creators self-actualizing via their
online platforms by embracing their talents, interests, and lifestyles
free of the assumptions that are perpetuated by racism. However,
BFCCs’ identities tends to be reduced by social media through the
stereotypes of the jezebel 4, mammy 5 or sapphire 6 , making it hard
to reach self actualization. We argue that the algorithm encourages
this rhetoric. [85]

Computer scientists and HCI researchers alike have already
found that algorithms are biased. They are not purely logical and ra-
tional, and instead they perpetuate racial, gender, and other identity-
based discrimination (e.g., [40, 66, 67]). Black femme content cre-
ators specifically navigate an algorithm that prioritizes the “Black
Barbie Aesthetic” (P05) or a certain type of Black woman that is
exceptional in what they do (P02, P03). In Collins’s matrix of domi-
nation, we see how social media algorithms hold these domains of

4The jezebel caricature is centered around Black women being innately promiscuous,
and or predatory [80]
5The mammy archetype is typically depicted as an older, overweight, dark-skinned
woman. She embodies the idealized caregiver, characterized by traits such as
warmth, loyalty, maternal instinct, and a non-threatening, obedient, and submissive
demeanor.[49]
6The sapphire caricature depicts Black women as rude, loud, malicious, stubborn, and
overbearing [74].

algorithmic power by organizing, sustaining, enforcing, and mani-
festing aesthetics, thoughts and trends on the internet and deciding
who can be the face of them.

This networked circulation of what is a Black femme content
creator is developed in Brock’s argument of “racismwithout racists,”
in which imagery of anti-Blackness is distributed via social media
algorithms rather than through a person perpetuating the racism.
Through this monolithic view of Black femme content creators
online, pluralism and diversity are hindered. However, despite the
algorithm prioritizing pain over joy, we see content creators resist-
ing through building tight-knit communities of care among other
content creators and their followers.

5.2 Hypervisibility of Blackness Necessitates
Hypervigilance in Content Creation

Identity was formed both around participants’ day to day lifestyles
and around their role as Black content creators. However, our partic-
ipants speculated that the algorithmmade their physical appearance
and Blackness hypervisible to everyday users. This contextualizes
their over-moderation and shadowbanning, sparking conversation
around what gets views and what does not. For example, P05 felt
frustration with her predominantly male audience and felt very
sexualized on the platform. She believed that, as a Black woman,
her body was more sexualized than most due to the stereotypes
associated with Black women’s bodies. While this participant aimed
to share content that would resonate with those interested in her
journey as a student athlete and contribute to the representation of
Black girls in higher education, she felt that much of her content
unintentionally catered to the male gaze. At times, she even felt
pressured to lean into the male gaze to gain more views.

Other participants noted how their appearance was made in-
credibly visible by the algorithm in respect to either their hair or
their clothing. A non-binary content creator expressed that they
tended to “play up femme” (P08) because they noticed that their
content would be promoted more on the platform if they adhered
to traditional forms of femininity. They later went on to say that
offline they present more androgynously. Another participant, who
created content about graduate school, resisted the “Black excel-
lence” narrative she saw being pushed on TikTok for Black content
creators pursuing post-graduate education. Building on this, we
believe the Black exceptionalism narrative further complicates the
experience for Black creators, as it imposes expectations of what
it means to be a "good" Black person online. This leads us to ask:
What is a "good" Black content creator in the context of social
media feeds? The Black exceptionalism narrative is imposed on
Black creators online as a way of of defining what it means to
be a good Black person. Upward Black mobility, both online and
offline, is indicative of Black people attaining positions of high
power that disrupt negative perceptions of Blackness. However,
these "negative" perceptions are applied to those who do not fol-
low social norms brought on by white hegemonic capitalist power
structures of success, which results in the othering of Black people
who are perceived as "different" or "ghetto". Scholars have explored
the damages these narratives can create as they push the idea that
to be Black and successful, you must be extraordinary [19, 71].
The participants in our study experienced frustration regarding



Why Can’t Black Women Just Be?: Black Femme Content Creators Navigating Algorithmic Monoliths CHI ’25, April 26–May 01, 2025, Yokohama, Japan

how they think the algorithm perceives them. The central theme
that emerged from our study was: Why can’t Black women just
be? (P02, P03, P04, P05) We observed that the offline pressures and
perceptions of what it means to be a successful Black woman have
now extended to the online space, causing Black femme content
creators to be acutely conscious of how they present themselves,
what they say, andwhat they do before posting.

Our results regarding algorithmic folk theories for Black femme
content creators reflect past research on folk theories of social
media algorithms, such as Karizat’s strainer theory [47] as well
as Brook Duffy’s work on the labor of social media consumption
[27]. Karizat argues that social media algorithms recognize, classify,
sort, and suppress social identities due to the social construction
of these identities. In this folk theory, the algorithm is represented
as a strainer impacting what types of identities are prioritized on
social feeds. Building upon strainer theory, Karizat recognizes al-
gorithm privilege, which refers to the advantages that arise from
algorithms prioritizing certain identities over others. We argue
that stereotypical views associated with Black women are more
optimized on these feeds. The unwarranted hypervisibility driven
by the algorithm forced the content creators in our study to be-
come highly aware of their Blackness. This hypervigilance was
manifested in their clothes, hair, gender expression, sexuality, or
career. In these instances, we see how content creators who lack
algorithmic privilege must perform additional labor compared to
other content creators. Building on Brooke Duffy’s work [27], we
see how Black femme content creators navigate the dual pressures
of offline societal norms imposed on Black femmes and the online
stereotypes they must either resist or embrace within social media
spaces.

As our study revealed, the mental and emotional hurdles that
marginalized individuals must consider before posting online are
significant. We build on the work of HCI scholars like Brock, DeVito,
and Klassen in trauma-informed computing. At the same time, other
scholars have described how TikTok’s interface empowers users to
engage in a Black feminist praxis (e.g., through the green screen
feature that enables users to teach and critique each others’ content
[68]). We also advocate for a shift in how Black communities are
viewed online, moving away from a deficit mindset towards a more
joyful perspective [81]. In the following sections, we outline the
benefits of building social feeds rooted in joy rather than struggle.

5.3 Designing Centering Black Joy
In our research, we observed that Black femme content creators nav-
igate the platform’s over-moderation by consciously adjusting their
appearance or lifestyle, often aware that they are being monitored
and moderated. This hypervigilance can be exhausting, but these
content creators are inspired by the relationships they have formed
online. For example, some participants described being more com-
fortable with their followers knowing that they were interested
in the creator’s authenticity, while others created their own mea-
sures of success (e.g., the number of followers who reach out for
advice). Those who felt like their content was being shadowbanned
or overly moderated would rely on their followers for feedback,
posting videos to ask if their content was being shown on their
feeds or, in extreme cases, asking followers to follow them on other

platforms. These are care networks the creators cultivated through
their followers online and offline. Despite the negative experiences
BFCCs had while navigating TikTok, we saw BFCCs relying on their
followers (e.g. having meaningful conversation through comments,
giving or taking advice as well as sharing inside jokes relevant to
the Black experience) and showcasing their diverse cultures on-
line to cultivate joy (e.g., dancing, cooking, makeup and haircare).
We propose that these meaningful connections could help with
exploring the implications of social feeds that are rooted in Black
joy:

‘Black joy allows us space to stretch our imaginations
beyond what we previously thought possible and allows
us to theorize a world in which white supremacy does
not dictate our everyday lives.’ [46]

Prioritizing Black joy as the ultimate goal in the design of future
social technologies, we look to the many interrelated approaches
proposed by HCI and technology researchers and designers for
centering BIPOC and specifically Black experiences. First, trauma-
informed design encourages us to confront head-on that many users
have histories of trauma that are often re-perpetuated or aggravated
by social technologies [70]. To that end, Randazzo and colleagues
discussed tangible ways for researchers and designers to build for
marginalized communities in ways informed by their traumas, such
as adopting principles of trustworthiness, transparency, and direct
engagement with social and cultural differences [70]. In the case
of Black femme content creators, the hypersexualization and other
stereotyping that is imposed on Black women offline translates to
algorithmic constraints and overmoderation online. Here, trans-
parency in the user interface for creators—specifically, sharing more
about how the algorithm reads BFCCs’ content—could mitigate the
physiological and psychological harm associated with uncertainty
regarding digital racial microaggressions [82].

Second, To, Smith, and colleagues suggest moving beyond a
deficits framing to design that focuses on the flourishing and joy
of people of color [81]. They integrate value-based design with
transformative justice and other design protocols, allowing care
networks for marginalized users to be centered around joy rather
than struggle. We encourage designers to focus on building tools
for the care communities already curated by content creators. For
example, allowing followers to opt-in to creator notifications for
new content (as YouTube does with the notification bell) and em-
phasizing the visibility of the creators that users already follow
could support creator-community relationships.

Finally, focusing on Black experiences, researchers have pro-
posed Afro-futurism as a framework for exploring ways to help
Black women and non-binary users have joyful experiences with
technologies [52, 75]. In our research we saw that Black joy was rep-
resented through dancing, shared experiences and care networks
between followers and creators. We believe that focusing on these
pluralistic Black experiences on the internet will create a positive
user experience online for BIPOC users. Many researchers have
been laying the foundation for social feeds that are informed by
Black joy rather than constant forms of stereotypes, struggle, and
trauma. Lisa Egede and colleagues have explored how to design
technology for Black experiences that are "For Us By Us" by study-
ing Black technologists’ work on joyful technologies [28]. In their
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research, they studied Black technologists who curated resources
to support lived Black experience rooted in joy. Through their
study, they recognized that Black culture is shared through social
media. They also observed that the monetization of Blackness on
social media is often paired with a failure to center Blackness in the
design of these applications. With our participants, we observed
that BFCCs’ Blackness was hypervisible, often resulting in conse-
quences like overmoderation or shadowbanning. This prompts a
discussion about designing for Black users on social media plat-
forms like TikTok, where their physical appearance is prominently
displayed, as opposed to platforms like Twitter, which has been
more extensively explored in Black Techno-studies. This sentiment
was evident when one participant (P10) reflected on how her con-
tent might be perceived differently if her Blackness were not so
visibly expressed. The dimming of one’s Blackness should not be
the solution to addressing injustices on the internet, as it under-
mines the push in HCI research towards building for joy rather
than struggle for marginalized communities.

Egede and colleagues also argue for the need to be intentional
about the recruitment of minoritized groups. We learned from one
participant that TikTok created a resource for Black content cre-
ators in 2020 to help with overmoderation and shadowbanning.
However, the resource has not been maintained, making Black
content creators rely on their care networks. Egede et al. observes
that this phenomenon of a lack of full support for Blackness in
design is likely due to non-Black participants in their study lacking
an understanding of the nuanced needs and aspects of Black com-
munities. We also believe that the push for diversity and inclusion
tactics within the United States is greatly used as a one size-fits
all approach to combating racial contentions. However, without
naming and understanding the intersectional identities and his-
tories rooted on why these technologies are racialized a cyclical
pattern will occur. Making more space for unsustainable design rec-
ommendations for BIPOC users. We advocate for increased efforts
to develop sustainable support systems for content creators, with a
particular emphasis on including Black designers and engineers in
building these social feeds.

6 Limitations and Future Work
While this work provides an important window into the experi-
ences of Black women content creators, our findings regarding
monolithic views of what it means to be Black suggest that it is
crucial for future work in this area to actively focus on and sample
from more diverse Black populations. For example, it is crucial to
further explore Black online LGBTQ+ communities, as we’ve seen
an increase in research exploring LGBTQ+ online communities
[77], but Black LGBT+ online communities are still understudied.
We believe further exploring Black LGBTQ+ online spaces could
potentially expand our argument for pluralism within BIPOC on-
line communities, disrupting monolithic views of what it means to
be Black.

Finally, while our results indicate that content creators both be-
lieve in and are basing their behavior upon their perceptions of
how the TikTok algorithm operates, there would also be significant
utility in confirming the technical realities. As such, we call for an
algorithmic audit such as a Sock-Puppet auditing of the TikTok

algorithm, to specifically examine how the TikTok algorithm is
optimized for BIPOC communities, as it would be helpful in estab-
lishing proof that this phenomenon is happening in marginalized
online communities.

7 Conclusion
In ourwork, we conducted semi-structured interviewswith 10 Black
femme content creators on TikTok to better understand how they
experience TikTok and their experiences with over-moderation on
the platform. We found that TikTok’s perception of Black Women
is optimized towards misogynoir via algorithmic prioritization of
monolithic representations of Blackness (e.g., the mammy, the sap-
phire, the jezebel). This algorithmic confinement can be very labor
intensive to Black femme content creators. However, it is clear that
Black joy can also be represented in social feeds, and there is great
potential for a future where social feeds are optimized towards
joyful narratives of BIPOC instead of struggle and stereotypes.
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